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Abstract

The human brain has to integrate the inputs it receives from different sensory modalities into a coherent description of its environment. This integration is often adaptive, showing recalibration or suppression of discordant sensory modalities. This paper proposes a qualitative theory of sensory integration which relates these adaptation phenomena to the anatomy of the neocortex and a rapid reversible synaptic mechanism, as proposed in von der Malsburg’s correlation theory of brain function [19].

1 Introduction

Our brains receive inputs from different sensory modalities such as vision, audition, olfaction, taste, touch, proprioception and so on. Each of these senses employs a large number of individual sensors. For instance, our retinas contain more than 100 million rods and cones each. This immense number of inputs has to be constantly integrated into a coherent description of the world since many tasks can only be achieved by paying attention to many of the modalities.

Bower’s taxonomy. In his essay on “The Unity of the Senses” [1], Bower argues that the information supplied to our different senses is usually concordant. He gives the example of a buzzing bee on a fragrant rose which is heard and seen in the same place as the source of the odor. This concordance is a property of the physical world and is a prerequisite for sensory

*This article is a slightly extended version of a chapter of [17].
integration. For the purpose of studying the nature of sensory integration Bower stresses the importance of situations with discordant information between the sensory modalities. For example, in an experiment on sensory integration a subject might look at a sound source through wedge prisms which visually displace the object. It is no longer seen in the same place as it is heard. In these cases the integration of information by the brain can show adaptive phenomena, i.e., the way in which information from different sensors is combined changes adaptively in response to the discordances in the current scene. The time scale of this adaptation can be of the order of a second [21]. Research in robotics suggests that discordances between sensors are the rule rather than an exception in sensory systems, as every sensor has only a finite precision and a non-vanishing probability of complete failure. Furthermore, the probability of both of these types of errors depends on the current context. For example, the cones in the human retina may fail completely when the light intensity falls below a certain threshold (due to a light bulb suddenly going out) whereas the more sensitive rods may still be operational. Another example is the use of ultrasonic sensors in a robot. They produce very noisy readings when used in an environment with many smooth, hard surfaces producing specular reflections while being quite reliable in other environments.

Bower distinguishes the following four levels of unity of the senses, which have recently been interpreted as different modes of integration by Murphy [12]:

1. **complete unity**: The sensors of different modalities are integrated without a possibility of detecting discordances between them. The result is a compromise between the different sensors.

2. **unity with awareness of discordance and the possibility of recalibration**: The sensors are integrated in a manner that allows the detection of discordances and a subsequent recalibration of some sensors.

3. **unity with awareness of discordance and a tendency towards suppression**: The discordances between sensors are coped with by suppressing the offending sensors.

4. **no unity at all**: The sensors are not integrated at all and hence there is no way of detecting any discordances. This trivial case will not be discussed in the following.

Although Bower's scheme is supported by some evidence from experiments with animals and humans [1, 12], future research in this area is needed.

**Anatomical Substrate.** The neocortex may be divided into different areas, which can be defined according to their cyto-architecture, their physiology, or their connections to other regions of the brain. For instance, in the visual system of the macaque brain, whose organization is very similar to that of the human brain, more than 30 areas have been distinguished [18]. They show a functional specialization, i.e., they are responsible for computing and representing particular aspects of the visual input. A hallmark of cortical organization seems to be the high degree of interconnectedness of these areas. Van Essen et al. [18] report that almost one third of the theoretically possible connections between the areas in the macaque visual system have already been identified. This is supported by studies of Braitenberg and Schüz [2] about the statistics of synaptic connections in the
Figure 1: Complete integration. **a:** Three reciprocally connected areas which could appear in a visual system. Neurons with particular tuning characteristics are combined to an attractor due to excitatory connections. Usually, many attractors will exist which may compete and/or overlap. The activity in the FACE unit integrating shape and color information is a compromise between its two inputs. The OVAL and SKIN unit will compromise between their inputs from lower areas (not shown) and the top-down expectation from the FACE unit. **b:** Three areas from different modalities which code the location of a stimulus in body centered coordinates. Each neuron in one of the areas codes a specific position. Neurons referring to the same physical position are connected reciprocally as shown for one example position. Attractors referring to different physical locations are competing. If discordant stimulation is present, the system could respond by either showing some activity in multiple attractors or by running into a single attractor which receives the most support from the senses and suppressing the others by inhibition. Which activity type is present will depend on the relative strength of the sensory signals driving the neurons, the associative signals between them and the strength of the inhibition between attractors. However, in both cases the system compromises.

They come to the conclusion that the neocortex is a “mixing machine”. Another important feature of neocortical organization seems to be that the connections between areas tend to be reciprocal, i.e., if an area A projects to an area B, the reciprocal connections from B to A are very likely to be present as well [18].

**Goal of the Paper.** The goal of this paper is to propose a qualitative theory which relates the adaptation phenomena to the gross architecture of the neocortex and a single fundamental principle of synaptic plasticity, which is an extension to the Hebb rule [9]. In a nutshell, the theory assumes that different cortical modules try to agree on a coherent description of the environment by exchanging their individual interpretations via the reciprocal connections. At the same time, the connections between individual modules are adapted in response to discordances, resulting in suppression and recalibration phenomena, which restore the system’s overall coherence.
2 Democratic Integration in Modular Networks

Consider the two networks in Fig. 1. Network a is a caricature of part of a visual system. Network b comprises areas representing locations of objects in body centered coordinates as perceived by different modalities. I do not claim that areas of this kind exist in the human cortex; they are to be seen merely as a metaphor. In both cases three different cortical areas with particular functional specializations are depicted and they are reciprocally connected. All of them are also connected to many other areas not shown. The areas contain a number of neurons (only one of which is shown in each case) which are tuned to particular stimulus properties. For example, a neuron in the "shape" area may be tuned to an oval-shaped stimulus. One may prefer to think of cortical columns instead of single neurons; the connections will then represent bundles of fibers between columns. Mechanisms for segmentation and attentional focusing are assumed, that ensure that the network deals with one object at a time (binding by temporal correlations) if several are in the field of view. Depending on their logical relation, i.e., whether their stimulus properties may be combined in natural scenes or not, neurons within one area will have either excitatory or inhibitory connections, which are assumed to be fixed for the sake of simplicity of the argument. (This point will be taken up in the discussion.) Neurons in different areas are connected reciprocally by excitatory connections if the features that they code for are regularly combined in natural stimuli. In Fig. 1a the set \{FACE, OVAL, SKIN\} is connected in this manner and forms an attractor of the activity dynamics. In Fig. 1b neurons referring to the same physical location constitute such an attractor. Note that due to the different time-delays of the intra- and interarea connections the networks will show complicated temporal dynamics, whose discussion is beyond the scope of this paper.

Complete Integration. The FACE neuron in the object area of Fig. 1a integrates the inputs from two different modalities specialized on shapes and colors respectively. It may be said to perform a complete integration of its two inputs. Its activity will be high if the OVAL neuron and the SKIN neuron are active simultaneously. If only one of its inputs is active, it will average and show moderate activity. (There is evidence for additive as well as multiplicative integration in the brain; this distinction, however, is not necessary for the purpose of our qualitative discussion.) In turn, the units in the lower areas compromise between their sensory stimulation and the lateral and top-down expectations from the other units. Due to the reciprocal connections the activity dynamics in the three areas favors states where the three neurons are coactive. For further stabilization of the percept the synapses between the units may be strengthened by a Hebbian learning rule [9], which increases those synapses from an active neuron, which take part in firing other neurons. Below, we will extend this learning rule in order to accommodate adaptation by suppression and recalibration.

Suppression. Consider the situation in Fig. 2a. We have two competing attractors of neurons: \{FACE, OVAL, SKIN\} and \{GRAPEFRUIT, CIRCLE, YELLOW\}. Now discordant information is introduced: for example, the system may be presented with a face painted in yellow color, resulting in initial activation of the set \{FACE, OVAL, YELLOW\} which does not correspond to one of the attractors. The system may use the following synaptic learning rule for adapting its weights to escape this dilemma and restore coherence:
Figure 2: a: Integration with suppression. The system is comprised of two competing attractors and is confronted with discordant stimulation (active units are dark, inactive units are light). The system reacts by temporarily modifying its weights accordingly. Weights between active units are strengthened, weights from active to inactive units are depressed (plus and minus signs). The effect is a suppression or decoupling of the color area. b: Integration with recalibration. The system comprises the same attractors but also an additional weaker one, \{FACE, CIRCLE, SKIN\} (dashed connections), with partial overlap. (The connections from the CIRCLE unit to the GRAPEFRUIT and YELLOW unit have been omitted in the figure for clarity.) If the scene contains a round face activating the weaker attractor, the system can stabilize it with the same learning rule, thereby recalibrating itself to the current context (face is round rather than oval).

- temporarily strengthen the synapses between active units
- temporarily weaken the synapses from active to inactive units
- leave the other synapses unchanged

Additionally, small lasting effects are assumed to also strengthen or weaken the temporarily modified synapses permanently just as in von der Malsburg’s theory [19]. I suggest that synapses from inactive to active units are left unchanged. This is thought to keep the system more flexible and capable of switching to new connection patterns more quickly as soon as evidence in this direction appears. The result of such adaptation is a suppression of the discordant sensor. The weights from the YELLOW unit decay so that the color area does not disturb the other areas anymore. Its influence on them is suppressed. Conversely, the synapses from active units in the other areas, which project to inactive units in the color area, are also depressed, thereby no longer disrupting processing in the color area. The color area is decoupled from the rest of the system.

Recalibration. Now consider the situation in Fig. 2b. The situation is analogous to that discussed above but additional weaker synapses have been introduced (dashed connections) to reflect the fact that a face may sometimes be of circular shape. Given stimulation of the set \{FACE, CIRCLE, SKIN\}, the system can recalibrate to the new situation by applying the same synaptic modification rule as above. Due to strengthening of the weak \{FACE, CIRCLE, SKIN\} attractor and switching off disrupting connections the system recalibrates to the new pattern. More specifically, the FACE neuron is now tuned to a circular skin colored
input pattern. In contrast to the previous case all areas are still involved in the processing, but the synaptic modifications have formed a different attractor.

**McGurk Effect.** If discordant information is introduced which stimulates several attractors equally, excitatory lateral connections between attractors can also lead to an intermediate “compromise” attractor being activated. This situation corresponds to the McGurk effect, where a subject is presented with discordant auditory and visual stimulation of syllables — the visual presentation of moving lips does not match the sound being played. In this condition subjects can reliably perceive a syllable matching neither the visual nor the auditory input [11].

### 3 Discussion

**Adaptive Integration.** The examples of integration in the theory show the following: complete integration of the senses may be modeled by simply connecting different modalities in the style of attractor neural networks with an associative mechanism. Crosstalk between attractors can accommodate McGurk like effects in this architecture. The theory is strongly related to many other works on learning sensory or sensorimotor integration with associative mechanism such as [13]. In [14] an additional gain control for plasticity called value-dependent learning is employed, which is similar to reinforcement learning. In these works, however, no reversible short-term adaptation is incorporated. Democratic integration states that adaptive suppression and recalibration phenomena can be elegantly explained by endowing such networks with a rapid reversible synaptic learning rule, which is an extension to the Hebb rule as suggested by von der Malsburg [19]: synapses show a rapid reversible change of synaptic efficacy in response to signal correlations. Without this plasticity, it is difficult to imagine how classical attractor neural networks, e.g. Hopfield networks, could account for these adaptation phenomena. They simply appear to be too inflexible. Fast synaptic plasticity of a Hebbian nature has received some experimental support recently. Markram et al. [10] report about the regulation of synaptic efficacy between neighboring layer 5 pyramidal neurons in response to carefully timed spike pairing of pre- and postsynaptic cell, which shows the desired Hebbian aspects. After a learning phase with paired activation the EPSPs produced by the first few spikes arriving at the synapse are significantly enhanced. Along similar lines Zhang et al. [22] have shown that retinotectal synapses in the developing brain of frog exhibit potentiation and depression in response to carefully timed spiking of pre- and postsynaptic neuron. In particular, significant potentiation was shown to occur after less than 20 paired pre- and postsynaptic spikes irrespective of the frequency of stimulation.

Although there appears to be some evidence towards the hypothetical synaptic mechanism it may be useful to speculate about alternatives. The proposed mechanism is not necessarily a prerequisite of the theory. The important ingredient is only a rapid change of the functional coupling between the neurons, i.e., the impact of pre-synaptic spikes on the probability of the post-synaptic neurons firing.

**Working Memory.** The theory is related to the problem of working memory. The synaptic learning rule is a simple extension to the Hebb rule by working also on a fast time-scale.
It has been proposed earlier as the basis of short term or working memory and a manifestation of the short-term binding of features [19, 20, 16]. The context-dependent adaptive integration phenomena can be seen as a facet of working memory. What is “stored” during the adaptation is information about the current sensory context — which modalities should be suppressed or how they should be recalibrated. This leads to the question of time-scales of correlations and synaptic changes. I claim that the memory spans of recalibration phenomena should cover the range from fast sensory registers (1–2s) over short term memory time scales (~20s) to lasting effects if the environment or the perceptual system itself have undergone a lasting change. The latter being implemented by the small long-lasting effects of the learning rule. This view fits nicely to the result of a recent review by Gilbert [7] on plasticity in visual perception and physiology of the visual system which suggests that the percepts shaped by the cortex are affected by previous visual experiences operating over a wide range of time scales. In particular, the receptive field properties of neurons may change as quickly as in about 1s.

The sensory input is generally processed in a hierarchy of stages with different levels of abstractions. I suggest that for each stage there exists a typical range of time-scales in which the representations can be assumed to remain constant and which in turn defines an appropriate time-scale for the adaptation. For example, in V1 patterns are usually fluctuating very fast in response to natural stimulation so that adaptation is only useful in V1 (if at all) if it is comparably fast. In contrast, in higher areas where, e.g., the identity of a face is represented, this representation should remain stable on the time-scale of the duration of typical encounters between persons.

**Lateral Connections.** In section 2 the lateral connections within one area have been treated as fixed for the sake of simplicity of the argument. The logical relation of the neurons' preferred stimuli, i.e., whether they may be combined in natural scenes or not, determined whether the neurons were connected excitatorily or inhibitorily. A priori there is no reason to assume that these connections must be fixed. On the contrary, one might expect that the excitatory connections within one area are subject to a similar dynamics allowing for rapid reversible changes in response to correlations. The adaptive mechanism could thus produce recalibration and suppression phenomena even within one cortical area. This could be an advantage for experiments aiming at testing the theory with the microelectrode, since recordings must be taken from one area only. An example worth being studied might be the following: in primary visual cortex there exist long range horizontal connections between columns of similar orientation selectivity which may be related to perceptual grouping [8, 6, 15]. Intracellular recordings are taken from two such connected neurons from different columns. When the system is stimulated with concordant inputs, i.e., a visual input pattern which activates both units, the EPSPs between the cells should become temporarily enhanced. Conversely, if only one of the neurons is brought to fire by the input pattern, the synapse from this neuron to the other should get depressed.

**Development.** An important problem for the integration of information stemming from different modalities is that of a common data format. The theory offered here does not require the areas to have an identical data format (contain neurons with identical preferred stimuli) but only requires connected areas to have developed neurons which regularly fire in a correlated way in response to natural stimuli. How are they to be created? I claim that
during ontogenetic development the areas form cells with these characteristics due to the small long-lasting effects of the learning rule, which shape a neuron’s response characteristics in the long run. The system self-organizes the neurons’ tuning together with the connections between them (network self-organization), leading to a network that favors coherent activity patterns in response to natural stimuli. As the tuning characteristics of neurons in cortex are defined by their afferent connections (including lateral and top-down influences), any change in connectivity produces a shift of a neuron’s tuning characteristics. In the developing brain this mechanism forms appropriate neuronal response characteristics together with appropriate connections; in the adult brain learning continues such that the connectivity pattern represents a dynamic equilibrium. This proposition is consistent with the result of a recent review [3] by Cramer and Sur which suggests “significant similarities” between the activity-dependent formation of connection patterns during development and synaptic plasticity in the adult brain. In particular, they conclude that the refinement of connections during development is akin to a Hebbian process, with strengthening of synapses in response to correlated activation and weakening of synapses for uncorrelated activation.

The exploitation of cross-modal structure for learning has also been addressed by DE SA [4, 5]. She considers different modalities learning to solve a classification problem. She introduces the notion of “self-supervised learning”, where output labels assigned by one modality are used to train a second modality and vice versa. Her results show that this type of learning outperforms unsupervised learning of the individual modalities and approaches the quality of supervised learning. The main difference to the theory proposed here is that in her architecture, no attempt is made to integrate the results of the two modalities to arrive at an even better classifier. Individual modalities process their input independently and the results are only exchanged for the purpose of learning.

An important problem is at what stage of processing different sensors should be integrated. The brain must make sure that only those areas can directly talk to each other which have something to say to each other, i.e., whose neurons show reliable correlations. For example, it might not be too useful to directly couple primary visual and primary auditory cortex, since the two show no reliable correlations among their neurons. The brain's solution to the problem may be read off the complex wiring patterns of inter-areal connections such as those presented in [18], whose make-up may be determined genetically to a large extent. In the engineering disciplines this problem is often referred to as the question of the level of sensor fusion and has triggered extensive research without a general theory having emerged. Even when the microscopic mechanisms of integrating information in the brain may be as simple as hypothesized above, it may well be that for building artificial perceptual systems, the real challenge is to figure out at what stage sensors are allowed to communicate their results to what other sensors.

**Conclusion.** This paper proposes a theory of adaptive sensory integration in the brain. In Democratic Integration, different brain areas try to agree on a description of the environment while at the same time adapting to the description agreed upon, thereby trying to maintain maximal coherence among the areas. The theory relates adaptive phenomena (suppression and recalibration of modalities) to fast synaptic plasticity as proposed in von der Malsburg’s correlation theory of brain function and creates a framework for further investigation of this important problem.
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